Towards a Universal Synthetic Video Detector: From Face or Background
Manipulations to Fully AI-Generated Content

Supplementary Material

This supplementary document provides additional details
and experimental analyses to complement the main paper.
It includes extended discussions, ablations, and robustness
studies to further validate the effectiveness of UNITE in de-
tecting spatio-temporal inconsistencies in generated videos.

We begin by presenting Dataset Details (Sec. S-1), of-
fering insights into the datasets used in training and evalu-
ation, highlighting their diversity and complexity. A ded-
icated theoretical comparison of AD-Loss vs. Contrastive
Loss (Sec. S-2) is provided, showcasing the fundamental
differences of the AD-Loss implementation as compared to
the contrastive loss.

To establish the versatility of UNITE, we change the
foundation model backbone in Sec. S-3 and explore its ro-
bustness to the choice of synthetic training data (Sec. S-4).
We show the t-SNE visualizations to juxtapose the separa-
bility of the features learned with and without AD-loss in
Sec. S-5.

Additional experiments delve into: UNITE’s perfor-
mance when trained on DeMamba [5] (Sec. S-6) to
perform fair in-domain evaluation against state-of-the-
detectors which were highlighted in cross-domain settings
in the main paper; evaluations on the DF40 [32] dataset
(Sec. S-7), a recent benchmark for DeepFake detection; re-
sults obtained by UNITE in a 4-class fine-grained classifi-
cation (Sec. S-8); and performance analyses with different
compressions on the FF++ [22] dataset (Sec. S-9), shed-
ding light on the resilience of UNITE under varying input
conditions.

Hyperparameter and architectural choices are rigorously
analyzed through ablations. The sensitivity to AD-Loss hy-
perparameters (Sec. S-10) investigates the effect of differ-
ent hyperparameter configurations on model performance.
We further analyze the importance of AD-loss feature cen-
ter’s update in Sec. S-11. In Sec. S-12, we evaluate the
impact of padding methods on spatio-temporal consistency,
while Sec. S-13 assesses the influence of model design
modifications.

Finally, the document concludes with a comprehensive
ablation analysis (Sec. S-14), highlighting insights from
the above experiments to underscore the critical compo-
nents that contribute to the exceptional performance of
UNITE. This supplementary material aims to provide a
deeper understanding of the design and effectiveness of
UNITE across diverse settings and challenges.

S-1. Dataset Details

The details of all the datasets used to train/evaluate our

UNITE model are as follows:

* FaceForensics++ (FF++) [22]: This is the most widely
used DeepFake dataset for training detectors, contain-
ing fake videos generated by 4 methods: DeepFakes [6],
Face2Face [25], FaceSwap [7], and NeuralTextures [26].
FF++ contains 1000 real videos and corresponding four
manipulated versions, equaling 4000 fake videos. These
videos are provided at three different compression levels
to assess robustness under varying quality (experiments
with this are in Sec. S-9).

* CelebDF [15]: This dataset consists of DeepFake videos
featuring celebrity faces. Videos are crafted to minimize
noticeable artifacts, improving realism compared to ear-
lier datasets while consisting variations in lighting, back-
ground, and facial movements. CelebDF includes 590
real videos and 5639 DeepFake videos.

* DeeperForensics [11]: This is one of the largest datasets
consisting of 60000 videos constituted by a total of 17.6
million frames. Manipulations are applied to real-world
scenarios, addressing challenges like occlusions, lighting
changes, and compression.

* DeepFakeTIMIT [14]: DeepFakeTIMIT is one of the
earliest DeepFake datasets, focusing on low-resource sce-
narios. The real videos are derived from the VidTIMIT
[23] dataset, which contains real videos of 43 individuals
speaking scripted sentences. The 640 fake videos are gen-
erated by swapping faces using two types of GAN-based
approaches.

* HifiFace [28]: It is a high-fidelity face-swapping dataset
that prioritizes maintaining identity features and percep-
tual quality. HifiFace consists of 1000 fake videos that
maintain sharpness and detail, ideal for high-resolution
detection tasks.

» UADFYV [33]: The University of Albany DeepFake Video
Dataset or UADFV is one of the first publicly available
(small-scale) datasets for DeepFake detection. It consists
of 49 real videos and their corresponding 49 fake videos.

* AVID [35]: AVID [35] is a recently proposed video in-
painting model. We collected 24 videos from the pub-
licly available supplementary website of the paper '. The
videos do not contain human faces, with the majority fea-
turing no human subjects at all. Instead, the videos focus
on some form of background manipulations- from chang-
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Table S-1. Results (accuracy) obtained by UNITE when trained with DINOv2 features of FF++ and GTA-V instead of SigL.IP-S0400m.

Training Loss | FF++ [22] CelebDF [15] | AVID [35] | GTA-V [10] DeMamba [5]

CE Lossonly | 93.15% 85.40% 33.33% 100.00% 52.46%

CE+AD Logs | 93:95% 95.11% 100.00% 100.00% 83.39%
(15.81%) (19.71%) | (166.67%) | (10.00%) (130.93%)

Table S-2. Performance of UNITE when trained with FF++ [22] and DeMamba [5]. For comparison purposes, we have also mentioned the
values obtained when UNITE was trained with FF++[22] and GTA-V [10] which were reported in the main paper. The results obtained
here show that the model is invariant to the type of synthetic data used during training. As long as there is diversity in the training data, the

cross-dataset performances are similar and not data-dependent.

Train Test
FF++ & GTA-V | FF++ & DeMamba } Dataset [ Accuracy [ AUC | Precision@0.5 | Recall@0.5 [ Precs@Rec=0.8 | Rec@Precs=0.8
Face Manipulated Data

v FF++ 99.96% 99.89% 100.00% 99.84% 100.00% 99.96%

v CelebDF 95.11% 94.36% 96.82% 68.75% 96.53% 68.75%

v DeeperForensics 99.62% 100.00% 100.00% 99.62% 100.00% 99.63%

v DeepFake TIMIT 91.90% 91.33% 90.45% 88.39% 100.00% 91.95%

v HifiFace 75.62% 81.24% 79.55% 71.71% 75.62% 72.47%

v UADFV 97.01% 94.95% 96.89% 100.00% 94.12% 100.00%
v FF++ 99.92%(-0.04) 99.78%(-0.11) 99.92%(-0.08) 100.00%(+0.16) 99.78%(-0.22) 100.00%(+0.04)
v CelebDF 95.66%(+0.55) 95.66%(+1.30) 95.66%(-1.16) 100.00%(+31.25) 95.66%(-0.87) 100.00%(+31.25)
v DeeperForensics | 100.00%(+0.38) 100.00%(+0.00) 100.00%(+0.00) 100.00%(+0.38) 100.00%(+0.00) 100.00%(+0.37)
v DeepFakeTIMIT 92.89%(+0.99) 92.89%(+1.56) 92.89%(+2.44) 100.00%(+11.61) 92.89%(-7.11) 90.56%(-1.39)
v HifiFace 100.00%(+24.38) | 100.00%(+18.76) | 100.00%(+20.45) | 100.00%(+28.29) | 100.00%(+24.38) | 100.00%(+27.53)
v UADFV 94.32%(-2.69) 89.69%(-5.26) 89.69%(-7.20) 100.00%(+0.00) 88.34%(-5.78) 96.35%(-3.65)

Background Manipulated Data

v AVID 100.00% 100.00% 100.00% 100.00% 100.00% 100.00%

v AVID 100.00%(+0.00) 100.00%(+0.00) 100.00%(+0.00) 100.00%(+0.00) 100.00%(+0.00) 100.00%(+0.00)
Fully Synthetic Data

4 GTA-V 100.00% 100.00% 100.00% 100.00% 100.00% 100.00%

v DeMamba 87.12% 93.75% 92.76% 89.60% 89.81% 92.12%
v GTA-V 100.00%(+0.00) 100.00%(+0.00) 100.00%(+0.00) 100.00%(+0.00) 100.00%(+0.00) 100.00%(+0.00)
v DeMamba 100.00%(+12.88) 100.00%(+6.25) 100.00%(+7.24) 100.00%(+10.40) | 100.00%(+10.19) 100.00%(+7.88)

ing the background scene, to uncropping.
GTA-V [10]: The SAIL-VOS-3D [10] dataset features
videos from the GTA-V game (fully synthetic), most of
which are human-centric videos. Although the dataset is
not Al-generated, the videos from this data is a good rep-
resentation of fully synthesized content. The training set
of this data consists of 161 videos and the validation set
(which we use for evaluation/test) consists of 41 videos.
* DeMamba [5]: This recently proposed dataset is gener-
ated by a number of text-to-video (T2V) and image-to-
video (I2V) models, with its training and validation sets
consists of a disjoint set of generators. In the training
set there are 1.2 million real videos and 1.08 million fake
videos. The validation set consists of 10,000 real and
9588 fake videos. In the main paper, we primarily use the
validation set for cross-dataset analyses. However in Sec.
S-4 and S-6, we utilize a subset of the training data to train
our UNITE model for ablation experiments. Due to some
publicly available training data files being corrupted in
the current version, we could only use the subset of data
that was intact and accessible for training.

S-2. AD-Loss vs. Contrastive Loss

At first glance, the Attention-Diversity (AD) loss (Sec. 3.4
of the main paper) and the contrastive loss [13] may appear
similar. However, there are key differences between the
two, despite both being fundamentally inspired by Fisher
Discriminant Analysis [9] for deep networks.

* Contrastive loss is generally used to maximize the sim-

ilarity between related pairs (positives) and minimize it
between unrelated pairs (negatives) in a learned embed-
ding space, to ensure that similar data points are closer
and dissimilar ones are further apart. AD-loss, on the
other hand, focuses on encouraging spatial diversity of
attention across multiple heads within a transformer net-
work. Instead of comparing sample pairs, it ensures that
different attention heads look at different regions of a
video frame, promoting a more holistic and diverse cov-
erage of features in a single example.

In contrastive loss, sample pairs or triplets, consisting of
an anchor (random sample) a positive (sample of the same
class as the anchor) and a negative (sample of a different
class from the anchor) are compared, and their distances
in the latent space are optimized through either supervised
labels or unsupervised similarity constraints. AD-loss op-
erates within a single instance and works by diversify-



Table S-3. SOTA Comparison on DeMamba synthetic data: Comparison of the results obtained by UNITE and state-of-the-art methods
when trained on the DeMamba [5] train set and tested on the DeMamba val set. We also mention the results obtained when UNITE was
trained on FF++ [22] and GTA-V [10], which was reported in the main paper. Bold shows the current best results and the previous best
and second-best results are highlighted in red and blue respectively. The performance gain is highlighted in green. (P: Precision@0.5 and

R: Recall@0.5)

Method Metrics | Sora [3] sxs{ﬂ“h ' l(‘(‘i’::;)yll;ﬂ“ HotShot [18] | Lavie [29] | Show-1 [34] Vall‘;le‘;"[“] 5y | Crafter séf;’:f; ' Scr‘:l:led[s ' Avg
TALL 311 P T115% | 96.89% 98.51% 79.38% 84.59% 79.38% 98.79% | 99.00% | 92.70% | 7647% §791%
R 91.07% | 98.28% 97.83% 83.00% 76.57% 79.57% 99.52% | 98.93% | 94.14% | 6631% 88.52%
FINet [20] P 68.27% | 99.89% 99.67% 89.35% 57.00% 36.57% 99.52% | 9971% | 93.80% | 8841% 88.73%
: R 83.93% | 99.71% 98.62% 77.57% 85.24% 63.17% 99.58% | 99.80% | 89.43% | 76.78% 81.88%
PR [24] P 91.07% | 99.57% 99.49% 2429% 89.64% 57.71% 97.12% | 99.86% | 9429% | 87.80% 82.45%
R 91.07% | 99.57% 99.49% 24.29% 89.64% 57.71% 97.12% | 99.86% | 9429% | 87.80% 84.08%
STIL (5] P 5721% | 99.08% 99.32% 86.19% 82.24% 70.43% 9925% | 9896% | 97.18% | 81.32% 87.12%
R 67.86% | 96.00% 98.41% 96.14% 77.14% 80.43% 97.44% | 9693% | 9629% | 68.36% 82.22%
. P 83.21% | 99.99% 99.67% 50.84% 99.20% 99.27% 99.76% 99.99% | 91.83% | 91.77% 91.55%
MINTIME-CLIP-B [5] R 89.29% | 100.00% | 98.99% 26.43% 96.79% 98.14% 99.84% | 100.00% | 8429% | 82.38% 87.62%
FICN-CLIP-B [5] P 91.79% | 99.99% 99.79% 45.94% 99.76% 97.80% 99.99% | 99.99% | 94.69% | 92.32% 9221%
: R 87.50% | 100.00% | 98.91% 17.71% 97.71% 91.86% 100.00% | 100.00% | 85.29% | 82.83% 86.18%
CLIP-B-PT 5] P 67.80% | 43.56% 70.88% 20.97% 52.97% 35.36% 55.52% | 66.03% | 4423% | 42.99% 44.83%
: R 85.71% | 82.43% 90.36% 71.00% 79.29% 75.43% 89.62% | 8629% | 82.14% | 75.16% 81.74%
, P 2587% | 95.14% 96.23% 73.43% 83.31% 75.49% 90.17% | 95.06% | 9505% | 69.95% 79.97%
DeMamba-CLIP-PT [5] /
R 58.93% | 96.43% 93.12% 68.00% 69.36% 69.00% 89.14% | 91.86% | 96.14% | 56.59% 78.86%
XCLIPBPT (5] P 1639% | 72.16% 87.77% 39.86% 65.57% 54.26% 7523% | 84.80% | 61.60% | 55.28% 61.29%
: R 81.34% | 82.15% 83.35% 80.98% 81.82% 81.55% 82.14% | 8298% | 8193% | 81.10% 81.93%
DeMamba-XCLIP-PT (5] P 1826% | 93.50% 94.72% 69.94% 78.08% 71.50% 83.95% | 92.23% | 9354% | 68.10% 76.38%
R 66.07% | 95.86% 94.64% 77.86% 75.36% 80.29% 90.89% | 92.50% | 9600% | 66.41% 83.50%
XCLIP-B-FT 5] P 64.42% | 99.73% 96.78% 70.98% 90.35% 77.28% 9734% | 99.84% | 8201% | 88.97% 86.77%
: R 82.14% | 99.57% 93.62% 61.29% 79.36% 69.71% 97.92% | 9979% | 77.14% | 83.59% 84.41%
) 3 88.57% | 100.00% | 100.00% 90.16% 89.91% 98.34% 99.52% | 100.00% | 9896% | 92.56% | 92.76%(+0.55)
UNTTE (Trained on FF+GTA-V) | - 92.11% | 100.00% 94.62% 96.93% 98.12% 99.86% 98.69% | 100.00% | 9629% | 89.89% | 89.60%(+1.08)
ONETE (Trained on DeMambay | | 10000% | 100.00% | 100.00% 100.00% | 100.00% | 100.00% | 100.00% | 100.00% | 100.00% | 100.00% | 100.00%+7.79)
R | 100.00% | 100.00% | 100.00% 100.00% | 100.00% | 100.00% | 100.00% | 100.00% | 100.00% | 100.00% | 100.00%+11.48)

ing the spatial focus of attention heads. By minimizing
overlap among different attention heads’ focus, it ensures
better feature extraction across both the foreground and
background, addressing challenges posed by partial and
fully synthetic manipulations.

* Contrastive loss is typically used in tasks like metric
learning [30], clustering [16], and self-supervised pre-
training [12], aiming to create distinct clusters of data
representations. AD-loss is tailored specifically for Deep-
Fake detection, enhancing the transformer model’s abil-
ity to capture subtle, diverse cues across frames—be it
for faces, backgrounds, or synthetic content—thereby im-
proving detection accuracy without limiting focus to just
a few regions.

S-3. Ablation on Foundation Model

We conducted an ablation study by replacing the SigL.IP
foundation model with DINOv2-ViT-L/14 [19] in our
UNITE framework. This substitution was primarily aimed
at demonstrating that the choice of foundation model does
not significantly impact the overall performance improve-
ments observed in our framework. Since the foundation
model is used to extract image-level features, we hypoth-
esized that its specific architecture would not be a critical
factor in our system’s performance gains.

The results from this study, shown in Table S-1, support
our hypothesis, showing that the substantial improvements
in accuracy across various datasets are due to our novel
video-transformer architecture combined with the AD-loss,

rather than the specific choice of foundation model. This
suggests that our framework’s performance enhancements
are robust and can be achieved with different foundation
models, as long as they provide suitable image-level fea-
tures. Therefore, the key innovation and contribution of our
work lie in the design of the video-transformer and the use
of AD-loss, which can be effectively combined with a vari-
ety of foundation models to achieve superior performance.

S-4. Robustness to the Choice of Synthetic
Training Data

To demonstrate that the performance of UNITE is not
specifically reliant on the GTA-V [10] dataset, we evalu-
ate its capability to generalize when trained with diverse
synthetic datasets. Specifically, we trained UNITE on the
FF++ [22] and DeMamba [5] train splits and evaluated its
performance across all datasets.

The results, presented in Table S-2, show that UNITE
achieves comparable performance across datasets, with a
notable improvement on the DeMamba synthetic dataset
[5] since this evaluation becomes in-domain in nature and
GTA-V [10] now becomes out-of-domain evaluation. On
the other datasets (excluding HifiFace, where the results in-
creased by a significant margin), the performance remains
consistent between the model trained using GTA-V [10]
data and the one trained using DeMamba [5], illustrating
that UNITE is robust to the choice of synthetic data used
during training and can effectively utilize any synthetic
dataset to enhance training diversity.



S-5. t-SNE Visualizations

To further understand the impact of the AD-loss on the fea-
ture space of our UNITE framework, we conducted a t-SNE
analysis (Fig. S-1) on the features extracted when trained
on FF++ and GTA-V datasets. This analysis was performed
with and without the AD-loss to visually assess the separa-
bility between real (red) and fake (blue) classes.

The results from the t-SNE plots reveal a significant im-
provement in class separability when the AD-loss is in-
corporated into the training process. The features learned
with AD-loss exhibit a clearer distinction between real and
fake samples, indicating that the AD-loss helps to create a
more discriminative feature space. This enhanced separa-
bility is particularly notable in cross-dataset settings, where
the model is trained on one dataset but evaluated on an-
other. The improved class separation in these scenarios
suggests that the AD-loss not only enhances the model’s
performance on the training dataset but also improves its
generalizability across different datasets.

This observation supports our claim that the AD-loss
plays a crucial role in enhancing the robustness and effec-
tiveness of our UNITE framework by promoting a more
structured and discriminative feature representation. The
visual evidence from the t-SNE analysis complements the
quantitative performance improvements observed in our ex-
periments, providing a deeper insight into how the AD-loss
contributes to the overall success of our approach.

S-6. UNITE trained on DeMamba

We trained UNITE on the DeMamba [5] frain set to ensure a
fair comparison with state-of-the-art (SOTA) detectors (re-
fer to Table 3 in the main paper), which were also trained
on the same dataset. In the main paper, UNITE was instead
trained on FF++ [22] and GTA-V [10], focusing on cross-
dataset analysis. Despite this cross-domain setting, UNITE
outperformed SOTA detectors in terms of average perfor-
mance. To further demonstrate the versatility and effective-
ness of the UNITE model, we additionally conducted this
in-domain evaluation as an ablation experiment.

The results of this comparison are presented in Table S-
3. Notably, UNITE achieved perfect performance (100%)
on the DeMamba val split, outperforming the previous best
method by ~ 8% in precision and ~ 11% in recall, demon-
strating its ability to effectively capture the spatio-temporal
inconsistencies inherent in videos generated by T2V and
12V models.

S-7. Experiments on DF40 Dataset

DF40 [32] is a recently proposed diverse DeepFake dataset
which was generated with 40 DeepFake generation tech-
niques including face-swapping and face-synthesis. The
currently available version of the dataset, however, has a

Table S-4. Results obtained by our UNITE model (trained on
FF++ [22] and GTA-V [10] on the DF40 [32] dataset.

Metric Value
Accuracy 99.97%
AUC 99.82%
Precision@0.5 99.85%
Recall@0.5 99.97%
Precs@Rec=0.8 | 100.00%
Rec@Precs=0.8 | 99.97%

major problem- although it is a video DeepFake dataset,
several of the generation techniques have single unrelated
images in the dataset. So for our evaluation, we have re-
moved those sets, and only used the video data available,
making the “usable” set as 23 DeepFake generators, out
of the 40 used in the DF40 [32]. The results obtained by
UNITE on this usable set is reported in Table S-4, which in-
dicates that UNITE (which was trained with FF++ [22] and
GTA-V [10]) achieved a near-perfect performance even in
this cross-dataset setting.

S-8. Finer-grained Classification

To further evaluate the robustness and fine-grained de-
tection capabilities of our UNITE framework, we con-
ducted additional experiments using a four-class classifi-
cation setup. The classes included real, face-swap, face-
reenactment, and fully synthetic videos. We maintained the
same training protocol, using FF++ and GTA-V datasets for
training.

The results of these fine-grained experiments are pre-
sented in Table S-5. Our UNITE framework demonstrates
robust performance across different datasets and classes.
On the FF++ dataset (in-domain evaluation), it achieves
high accuracy for all classes, resulting in an average ac-
curacy of 97.15%. Similarly, on the DF40 dataset (cross-
dataset evaluation), the model performs well with an aver-
age accuracy of 86.97%.

Overall, the fine-grained experiments demonstrate the
ability of our UNITE framework to distinguish between dif-
ferent types of manipulated and real videos effectively. The
results underscore the robustness of our approach in han-
dling various manipulation techniques and datasets, rein-
forcing its potential for real-world applications in video au-
thenticity detection.

S-9. Experiments with Different Compression
Levels

The FF++ [22] dataset provides three levels of compres-
sion—"“raw”, “c23”, and “c40”—that reflect varying lev-
els of video quality, with “raw” being uncompressed (high
quality or HQ), c23 being a medium-compression level
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Figure S-1. t-SNE plots with (w) and without (w/0) AD-loss in cross-dataset settings.

Table S-5. 4-class Fine-Grained Results: We divide the existing DeepFake datasets into four categories- (1) face-swap, (2) face-
reenactment (3) fully synthetic and (4) real, to perform a 4-class fine-grained classification using UNITE.

Dataset Face-swap | Face-Reenact | Fully Synthetic Real Average
FF++ [22] 98.21% 92.75% - 97.64% | 97.15%
DF40 [32] 85.79% 87.94% - 88.65% | 86.97%

GTA-V [10] - - 100.00% - 100.00%
DeMambea [5] - - 59.39% 63.12% | 61.35%

(medium quality or MQ) and c40 representing high com-
pression (low quality or LQ). In our experiments, we trained
UNITE on the c23 split to strike a balance between video
quality and real-world applicability. To assess the robust-
ness of the trained model across different compression lev-
els, we conducted an ablation study by evaluating its per-
formance on the HQ and LQ splits, the results of which are
shown in Table S-6. This experiment is crucial as it demon-
strates the model’s ability to generalize across varying video
qualities, which is representative of diverse real-world sce-
narios for detection of in-the-wild DeepFakes. The results
of this evaluation reveal the resilience of UNITE to com-
pression artifacts, ensuring its applicability to practical de-
ployments where video quality can vary significantly.

S-10. Sensitivity to AD-loss hyperparameters

To analyze the sensitivity of UNITE to the choice of the
Owithin and dpetween hyperparameters (refer to Sec. 3.4 of
the main paper), we conducted an ablation study varying
their values, the results of which are shown in Fig. S-2. Our
results reveal that the performance of UNITE remains rela-
tively consistent across a wide range of d,i1hin and dperween
values. Notably, in the case of ;x4 ablation in Fig. S-
2(a), this robustness is most pronounced when the signs of
the first and second components are opposite, suggesting
that the loss function benefits when the initial feature cen-
ters are away from each other. This behavior underscores
the stability of UNITE’s optimization process under var-
ied hyperparameter settings, reducing the need for extensive
tuning, even under cross-dataset settings.

S-11. Ablation on Feature-Center Update in
AD-Loss

To investigate the importance of updating feature centers in
the AD-loss during training, we conducted an ablation study
where we disabled the feature centers’ update. This ex-
periment was performed on the FF++ and GTA-V datasets,
which were used for training our UNITE framework. The
results are presented in Table S-7.

The findings from this study clearly indicate that updat-
ing the feature centers is a crucial component of the AD-
loss. Without this update, the model’s performance sig-
nificantly deteriorates, highlighting the importance of this
mechanism in refining the feature space. The dynamic up-
date of feature centers plays a vital role in allowing the
model to better distinguish between real and fake videos.
This process helps to adapt the model to the evolving char-
acteristics of the data during training, leading to improved
generalization and robustness.

Overall, this ablation study highlights the importance of
the feature centers’ update in the AD-loss, reinforcing the
effectiveness of our proposed method in enhancing the dis-
criminative power of the feature representations.

S-12. Ablation on Padding Choice

As mentioned in Sec. 3.1 of the main paper, in our ex-
periments, UNITE employs padding using the last frame
of each video segment, a strategy that ensures the tempo-
ral consistency of the input sequence. To evaluate the im-
pact of this padding choice, we conducted an ablation study
comparing two padding strategies: (1) padding with zeros,
and (2) padding with the last frame of the video segment.



Table S-6. Ablation on different compression factors: Results obtained by the UNITE model (trained on “c23” compression) on different
compression factors of the FF++ [22] dataset. The difference in performances across the compression factors are minimal indicating

robustness of the UNITE model.

Compression | Accuracy | AUC | Precision@0.5 | Recall@0.5 | Precs@Rec=0.8 | Rec@Precs=0.8
raw 99.38% | 99.57% 99.60% 99.64% 99.60% 99.64%
c23 99.96% | 99.89% 100.00% 99.84% 100.00% 99.96%
c40 95.69% | 94.57% 95.60% 96.33% 93.29% 94.57%

Table S-7. Ablation on Feature Centers Update: We compare the results (accuracy) obtained by UNITE with and without the feature

centers’ update step (Eq. 3 of the main paper) in AD-loss.

Feature centers | FF++ [22] CelebDF [15] | AVID [35] | GTA-V [10] DeMamba [5]
Without update 95.43% 80.07% 54.17% 100.00% 57.83%
With update 99.96% 95.11% 100.00% 100.00% 87.12%
(14.53%) (115.04%) (145.83%) (10.00%) (129.29%)
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Figure S-2. Ablation on AD-Loss Hyperparameters: Perfor-
mance comparison of UNITE across varying values of the (a)
Owithin and (b) Opetween hyperparameters. The results indicate
that the model’s learning is relatively robust to changes in the hy-
perparameters. Specifically in (a) the results are consistent when
the signs of the first and second parameters of §.,;¢hin are oppo-
site.

We performed this ablation in Table S-8, where UNITE was

trained only on FF++ [22] and in Table S-9, where UNITE
was trained on both FF++ [22] and GTA-V [10].

The results revealed a significant performance gain when
padding with the last frame compared to zero padding. This
improvement is attributed to the preservation of semantic
and temporal context provided by the last frame, which bet-
ter aligns with the continuity of video data, as opposed to
the abrupt discontinuity introduced by zero padding.

Moreover, this performance gain is even more pro-
nounced when UNITE was trained on the combined
datasets of FF++ [22] and GTA-V [10] in Table S-9. The
diversity and domain disparity between these datasets am-
plify the importance of maintaining contextual integrity in
input sequences. Padding with the last frame mitigates
potential domain shifts introduced by abrupt padding ar-
tifacts, thereby enabling UNITE to generalize more effec-
tively across heterogeneous datasets.

These findings underscore the critical role of padding
strategies in video-based learning tasks, particularly when
dealing with diverse dataset training scenarios with cross-
dataset evaluations.

S-13. Ablation on Architecture Choice

To validate our choice of a transformer-based architecture,
we compared UNITE with a simpler model using the same
SigLLIP-S0400m [2] features (on FF++[22] and GTA-V [10]
training set) but replaced the transformer with average pool-
ing and classification layers using CE Loss (denoted as
AvgPool model), the results of which are shown in Fig.
S-3.

While this AvgPool baseline could perform basic fea-
ture aggregation, it lacked the ability to capture complex
spatiotemporal dependencies. In contrast, UNITE’s multi-
head self-attention mechanism effectively identified nu-
anced inconsistencies across frames, proving essential for
robust synthetic video detection. This highlights the neces-



Table S-8. Padding Ablation: Results obtained by the UNITE model when trained on FF++ [22] only, using zero-padding vs. padding
with the last available frame. Green shows the performance improvement.

Padding Test
Zeros | Last Frame Dataset | Accuracy | AUC | Precision@0.5 | Recall@0.5 | Precs@Rec=0.8 [ Rec@Precs=0.8
Face Manipulated Data
v FF++ 99.55% 99.68% 99.70% 99.75% 99.70% 99.75%
v CelebDF 68.20% 94.44% 96.72% 65.08% 71.67% 65.08%
v DeeperForensics 83.49% 100.00% 100.00% 83.49% 100.00% 83.49%
v Deepfake TIMIT 83.27% 80.84% 89.39% 80.90% 84.32% 82.90%
v HifiFace 64.63% 59.61% 65.98% 64.63% 54.54% 61.58%
v UADFV 93.48% 91.85% 93.71% 93.12% 93.71% 93.12%
v FF++ 99.53%(-0.02) | 99.77%(+0.09) 99.94%(+0.24) | 99.49%(-0.26) 99.94%(+0.24) 99.94%(+0.19)
v CelebDF 72.61%(+4.41) | 94.05%(-0.39) 96.45%(-0.27) 61.22%(-3.86) 80.45%(+8.78) 61.22%(-3.86)
v DeeperForensics | 91.35%(+7.86) | 100.00%(+0.00) | 100.00%(+0.00) | 91.35%(+7.86) | 100.00%(+0.00) | 91.35%(+7.86)
v DeepfakeTIMIT | 86.90%(+3.63) | 86.46%(+5.62) 83.61%(-5.78) 83.97%(+3.07) | 88.90%(+4.58) 81.33%(-1.57)
v HifiFace 63.63%(-1.00) | 62.47%(+2.86) 67.12%(+1.14) | 63.63%(-1.00) 59.30%(+4.76) 63.63%(+2.05)
v UADFV 94.12%(+0.64) | 94.38%(+2.53) 95.68%(+1.97) | 97.11%(+3.99) | 93.79%(+0.08) 94.38%(+1.26)
Background Manipulated Data
v AVID 37.50% 33.33% 33.33% 37.50% 0.00% 33.33%
v AVID 41.67%(+4.17) | 33.33%(+0.00) | 33.33%(+0.00) | 41.67%(+4.17) | 41.67%(+41.67) | 33.33%(+0.00)
Fully Synthetic Data
v GTA-V 55.23% 55.23% 60.19% 55.23% 59.47% 56.23%
v DeMamba 60.56% 54.54% 60.10% 29.15% 57.69% 50.12%
v GTA-V 60.16%(+4.93) | 61.52%(+6.29) 60.16%(-0.03) | 58.73%(+3.50) | 63.29%(+3.82) 58.73%(+2.50)
v DeMamba 61.47%(+0.91) | 57.38%(+2.84) 67.73%(+7.63) | 33.01%(+3.86) | 62.15%(+4.46) 54.16%(+4.04)

Table S-9. Padding Ablation: Results obtained by the UNITE model when trained on FF++ [22] and GTA-V [10], using zero-padding
vs. padding with the last available frame. Green shows the performance improvement.

Padding Test
Zeros | Last Frame Dataset | Accuracy AUC Precision@0.5 | Recall@0.5 [ Precs@Rec=0.8 [ Rec@Precs=0.8 |
Face Manipulated Data

v FF++ 99.52% 99.66% 99.69% 99.73% 99.69% 99.73%

v CelebDF 92.18% 94.17% 96.16% 60.13% 89.46% 60.13%

v DeeperForensics 96.45% 100.00% 100.00% 96.45% 93.47% 96.45%

v Deepfake TIMIT 83.78% 85.63% 85.34% 51.01% 98.72% 88.52%

v HifiFace 70.66% 80.24% 75.41% 54.66% 69.48% 70.66%

v UADFV 94.41% 92.83% 94.38% 94.38% 94.38% 94.38%
4 FF++ 99.96%(+0.44) 99.89%(+0.23) | 100.00%(+0.31) 99.84%(+0.11) 100.00%(+0.31) 99.96%(+0.23)
4 CelebDF 95.11%(+2.93) 94.36%(+0.19) 96.82%(+0.66) 68.75%(+8.62) 96.53%(+7.07) 68.75%(+8.62)
v DeeperForensics 99.62%(+3.17) 100.00%(+0.00) | 100.00%(+0.00) 99.62%(+3.17) 100.00%(+6.53) 99.63%(+3.18)
v DeepfakeTIMIT 91.90%(+8.12) 91.33%(+5.70) 90.45%(+5.11) 88.39%(+37.38) 100.00%(+1.28) 91.95% (+3.43)
v HifiFace 75.62%(+4.96) | 81.24%(+1.00) | 79.55%(+4.14) | T1.71%(+17.05) | 75.62%(+6.14) | 72.47%(+1.81)
v UADFV 97.01%(+2.60) 94.95%(+2.12) 96.89%(+2.51) 100.00%(+5.62) 94.12%(-0.26) 100.00%(+5.62)

Background Manipulated Data

v AVID 83.33% 100.00% 100.00% 83.33% 100.00% 83.33%

v AVID 100.00%(+16.67) | 100.00%(+0.00) | 100.00%(+0.00) | 100.00%(+16.67) | 100.00%(+0.00) | 100.00%(+16.67)
Fully Synthetic Data

v GTA-V 100.00% 100.00% 100.00% 100.00% 100.00% 100.00%

v DeMamba 84.68% 89.61% 84.09% 87.92% 84.63% 90.89%
v GTA-V 100.00%(+0.00) 100.00%(+0.00) | 100.00%(+0.00) 100.00%(+0.00) 100.00%(+0.00) 100.00%(+0.00)
v DeMamba 87.12%(+2.44) 93.75%(+4.14) 92.76%(+8.67) 89.60%(+1.68) 89.81%(+5.18) 92.12%(+1.23)

sity of the transformer approach for comprehensive detec-
tion performance.

S-14. Comprehensive Ablation Analysis

To evaluate the impact of various design choices on the per-
formance of UNITE, we conduct an ablation study sum-
marized in Table S-10. The baseline model uses average
pooling over SigL.IP-So400m features [2], which achieves
reasonable performance but struggles to generalize, partic-

ularly on datasets with greater spatio-temporal complexity,
such as AVID [35] and DeMamba [5].

The first modification replaces the simplistic AvgPool
architecture with a transformer. While this improves per-
formance across most datasets, owing to the transformer’s
capability to capture temporal inconsistencies, the gains are
limited for datasets with high diversity, such as AVID [35]
and GTA-V [10] with nominally better than random per-
formance on DeMamba [5], suggesting that architectural



Table S-10. Evolution of detection performance under different ablation settings: This table highlights the impact of various modifi-
cations to the UNITE training pipeline on the detection performance (accuracy) across multiple datasets. Starting from a base model using
a simple average pooling model on SigLIP-S0400m features (Sec. S-13), we show the effect of changing the architecture to a transformer,
incorporating synthetic data into the training process, and adding the proposed AD-Loss. These settings progressively enhance perfor-
mance, with the addition of AD-Loss achieving near-perfect or significantly improved results across all datasets.

Ablation Settings FF++ CelebDF

UADFV

AVID GTA-V DeMamba

AvgPool on SigLIP Features 81.35% 69.11%

66.67%

0.00% 0.00% 45.24%

Change Architecture to Transfomer
Add Synthetic Data to Training
Add AD-Loss

96.81%(115.46%)
98.69%(11.88%)
99.96%(11.27%)

70.03%(10.92%)
69.43%(10.60%)
95.11%(125.68%)

91.04%(124.37%)
94.03%(12.99%)
97.01%(12.98%)

0.00%(10.00%)
33.33%(133.33%)
100.00%(166.67%)

17.46%(117.46%)
100.00%(182.54%)
100.00%(10.00%)

55.48%(110.24%)
60.98%(15.50%)
87.12%(126.14%)

@ AvgPool Model [ Ours
100.00%
75.00%
50.00%
25.00%
0.00%
FF++ UADFV AVID GTA-V DeMamba

Figure S-3. Architecture Evaluation: Comparison of UNITE
with a simplistic model with average pooling and classifier lay-
ers that works on the same SigL.IP-So400m [2] features, to justify
our choice of a complex transformer architecture.

changes alone are insufficient for robust generalization to
all forms of DeepFakes.

Next, we introduce synthetic data (specifically GTA-
V [10] into the training process, significantly enhancing
performance, particularly for datasets like AVID [35] and
GTA-V [10]. The addition of synthetic data improves
the model’s ability to handle diverse scenarios, as it in-
creases the training data diversity and exposes the model
to a broader range of spatio-temporal inconsistencies.

Finally, adding the proposed Attention-Diversity (AD)
loss further boosts the performance across all datasets. No-
tably, the model achieves near-perfect performance on most
datasets, with significant improvements observed for chal-
lenging datasets such as DeMamba [5] and CelebDF [15].
This demonstrates the effectiveness of AD-Loss in lever-
aging the model’s attention mechanisms to better capture
fine-grained inconsistencies.

Overall, the results highlight that the combined use of
synthetic data and AD-Loss is critical for achieving state-
of-the-art performance, demonstrating the robustness and
adaptability of UNITE across diverse datasets.
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